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Goeod news!

CXL ended the fabric wars
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Just as DDR5 goes
to one DIMM per
channel...

CXL comes along to
save the day with
DRAM expansion!

...cutting server
memory capacity in
half...
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...s0 the initial
introduction of an
otherwise awesome
technology is in the
form of a chimera...

...but data centers are
stuck with all these
old DDR4 and DDR5
DIMMs they already
paid for...
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No wonder they
are budgeting

75+W per card! Voltage
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Fortunately, once the
DIMM inventory is
exhausted, the REAL
CXL memory modules
will take over...

DDR5 DRAMSs,

Enclosure (2T)

Eliminating redundant voltage regulation, sockets, etc...

More cost effective than a module populated with new DIMMs
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CXL

Memory
Let’s dig down another layer into the Controller

anatomy of a CXL module...

CXL I/F

PCle

Long wires
PHY

CXL modules assume a very long PCle bus requiring high current drivers
Each DDR PHY drives external circuits with heavy loading and complex calibration

Redundant voltage regulation burns additional power
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CXL DDR Training /E —
Memory PHY DFE x — Training Row Decode
Controller Bit deskew x4| | S — DFE o
FIFO S Bit deskew 3
Error Correction o FIFO g 33!
\E Error Correction c Memory Array ¢33
DDR Training Refresh g
PHY DFE Attack Handling 8
Bit deskew DDR Post-package Repair
FIFO SDRAM \ Precharge
Error Correction
| N\
I AN
I N\
Drilling down one more layer, we see the redundancy in \ Duplicated in every DRAM
circuit design Paid for 80X over for one module

Burns power in every device

And we see the power and latency adders

Decode
CXL
packet
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L1: 96% hit rate, 1 cycle access
L2: 95% hit rate, 25 cycles access
L3: 98% hit rate, 80 cycles access

The good news: near-CPU caches do have high hit rates
(reduces waste from unnecessary accesses)
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2 0o ...and this is before memory pooling...
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64 byte
cache line

100 bytes used :
on average -

1KB block X 10 DRAMs X 2 (ACT + PRE)

%
x -------------------I

Waste > 99.97%
4KB block (plus DRAM accesses at SSD and Host)

Waste > 97.5%

Adding up the ratio of data used to
data moved, we can generously
estimate that data centers are

0.00004% efficient

(We suck at using data)
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Who cares about data usage efficiency?

For starters, the US Department of Energy cares about avoiding
a time when we can no longer power the internet
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Fortunately, large data center owners are finally catching on to
the idea that total cost of ownership matters
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CXL Native Memory™ Imagines a World Without DDR

Decode Current CXL DDR Memory Architecture

CXL

Access

Decode
CXL
packet

CXL Native Memory Architecture

Access

And we see the power and latency improvement
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Make Flit

CXL Native Memory Uses the CXL FLIT Directly

Host Request

CXL on PCle

| Device Response |

DRAMSsim3 Host Wrapper4 &

</ Host CXL (TL+DLL+ARB) =
LIEIIEI- [RT o | [
~~_Flit-Unpacker =
“I m
— [ Rx
Bi-Directional PHY et
]
Jod >
" .. =
“Flit- Unpacker .| [~ Flit-Packer | @
] —_—— | F
ARIRIMIO] ¢ NERIDIM |
Device CXL (TL+DLL+ARB) -

DRAM Controller Wrappeg---—--—-"""

DRAM Core Interface

CXL FLIT has everything a memory needs
e Address

e Command

* Data + metadata

Translate to core functions and timing
(banks, rows, columns, etc.)

No DDR interface is needed

CXL.io provides for interesting
enhancements to strict memory protocol
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Bringing CXL to the Motherboard

Precharge
Short wires, direct connect to host CPU 2
allows very low power PCle &
+
. . Q’ =T
Front end chiplet Memories g Memory Array ++:
in logic process in DRAM process g $
2
O
o
Sense Amps
Short . : .
- Memory Naked Memory die are just memory
res— o Control

arrays, row drivers, and sense amps
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XL Precharge
Memory S4)2
c | = Control logic is not duplicated
ontroller _ < in every RAM but is consolidated
Bit deskew L b4 in a single controller
FIFO S Memory Array {33
. q) S —— - -
Error Correction a Wide 1/0 interface allows for
Refresh % relaxed memory core timing
Attack Handling oc
Post-package Repair Sense Amps

 PRAC sideband 1
Redundancy eliminated

Wide 1/0 up to 512 bits + ECC + Metadata

ONE SMALL FLIT IN EVERY TRANSFER
LARGE FLITS ARE MULTIPLES OF SMALL FLITS

Data Usage Efficiency = 2000X that of CXL-DDR
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Proposal for FleX (M.28)

Right edge
. m -
5 PERnO & PETpO
s : FleX (M28) has
11 PERn1 12 PETpl
Do E tmz * PCle Gen 6 x8 support + CXL
o s > Eiim— * Diff pairs on same side of module for Gen6 support
5 o EZL:M_ * Tx, Rx calibrated independently
S g o - * On-module regulation
s Eo— * Power~11W
: :i & 278
‘“ ?ﬁ_ | M.4 lengths TBD; starting estimates:
% * Cramm e 30 mm
57 58 RFU
: * 60 mm Actual ratios:
i - * 80 mm r====- T T ':' -7
" - 1
r » Gl
;: SMB_DATA :2 Clk;mt
:; :z S PEWAKE#
91 RFU 92 <none>
Left edge
Left notch 1.075 Notch
Module width 24.65 4,00

30/60/80
Common length options 30, 42, 60, 80,110 mm
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DDR5 has a “slot problem”

To run DDR5 with two DIMMs per channel,
the channel maxes out at 5600

To run DDR5 at 6400+, the layout is restricted to
one DIMM per channel

This means end users must choose between speed
and capacity

/ Sad user

CXL Native Memory
in a FleX module
allows DDR slots to
run at 6400+ without
sacrificing memory capacity

» e

Courtesy of Tom Schnell, Distinguished Scientist, Dell Computer

=M vgouwey 16



CXL memory

allows DDR to
CXL allows for run at full

memory Speed

CXL memory
modules are
not power

expansion
efficient

DDR5 is hitting
a capacity wall

DDR is not
needed for CXL

Summary

CXL Native
Memory drives
array from FLIT

Great for
applications
that need gobs
of memory

Low pincount FleX module
way to expand brings CXL to
memory motherboards
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